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VISION AND MISSION OF THE INSTITUTION

VISION

To emerge as a centre of excellence and eminence by imparting futuristic technical

education in keeping with global standards, making our students technologically competent

and ethically strong so that they can readily contribute to the rapid advancement of society

and mankind.

MISSION

To achieve academic excellence through innovative teaching and learning practices.
To enhance employability and entrepreneurship

To improve the research competence to address societal needs

To inculcate a culture that supports and reinforces ethical, professional behaviours for

a harmonious and prosperous society



VISION AND MISSION OF THE DEPARTMENT

VISION
To be in the frontier of Computer Science and Engineering and to produce globally

competent graduates with moral values committed to build a vibrant nation.

MISSION

e To strengthen the core competence in Computer Science and Engineering through
analytical learning.

e To produce successful graduates with personal and professional responsibilities and
commitment to lifelong learning.

e To uplift innovative research in Computer Science and Engineering to serve the needs
of Industry, Government and Society.



PROGRAMME EDUCATIONAL OBJECTIVES

The Programme Educational Objectives of M.E. Computer Science and Engineering

programme are.

PEOL1: Graduates will be employed in computing profession as experts in
providing solutions to complex design problems by their depth of
knowledge in advanced computing.

PEO?2: Graduates with an aptitude in lifelong research will be either pursuing or
completed doctoral programme and engaged in advanced research and

development

PEO 3: Graduates will be able to apply critical, lateral thinking and use reflective
learning to analyze, conceptualize and evaluate the potential solutions for

conducting theoretical and practical research.

PEO4: Demonstrate Ethical and intellectual integrity in their professional

practices



PROGRAMME OUTCOMES

Students of M.E. Computer Science and Engineering Programme at the time of graduation
will be able to:

POL1: Exhibit higher order knowledge formation with wider and global perspective
on Computer Science and Engineering.

PO2: Apply critical thinking to analyze, improve, create, evaluate and improve
information for the conduct of research in Computer Science and Engineering.

PO3: Create and conceptualize optimal solutions for Computer Engineering and IT
Problems by lateral thinking with awareness of public health safety, culture,
society and environmental factors.

PO4: Perform exhaustive survey to familiarize with problems and rightly mix
research methodologies and tools to design and conduct experiments for the
development of scientific/technological knowledge.

POb5: Select, create if needed, and apply with the knowledge of limitations, the
state of the art techniques and IT tools for complex engineering problems.

POG6: Recognize and use opportunities to contribute positively for collaborative-
multi disciplinary scientific research to achieve common goals.

PO7: Practice engineering and management principles including economical and
financial factors.

PO8: Communicate effectively and confidently.
PO9: Engage in lifelong learning to improve knowledge and competence.

PO10: Practice code of ethics in professional accomplishments and research for
sustainable societal development.

PO11: Learn by observation and examination of the outcomes achieved, including
mistakes, without external feedback



CURRICULUM FOR CANDIDATES ADMITTED DURING 2018-2019 AND ONWARDS
TWO YEAR M.E PROGRAMME

COMPUTER SCIENCE AND ENGINEERING
CHOICE BASED CREDIT SYSTEM-CURRICULUM

FIRST SEMESTER

S. Course Course Category | Continuous End Total | Contact | L | T|P| C
No Code Title Assessment | Sem | Marks | Periods
Marks Marks
Theory
1 | 18CSFCZ1 | Research Methodology FC 50 50 100 3 3 1]0/0| 3
and IPR
2 18CSFC02 | Mathematical FC 50 50 100 4 3 |1]0 4

Foundations of
Computer Science

3 18CSPCO01 | Formal Languages, PC 50 50 100 4 3 |1]0 4
Machines and
Computations

4 18CSPC02 | High Performance PC 50 50 100 4 2 1012 3
Computer Architecture
5 18CSPCO03 | Algorithms and PC 50 50 100 3 3 /0(0| 3
Complexity Analysis
6 | 18CSPEXX | Professional PE 50 50 100 3 3 /0(0| 3
Elective |
7 | 18CSACXX | Audit Course | AC 50 50 100 2 2* 10|10 O
Practical
8 | 18CSPCO04 | Advanced Algorithms PC 50 50 100 3 0 |0]3]| 15
and Elective Lab
Total 400 400 800 26 19 |2]5]215
SECOND SEMESTER
S. | Course Code Course Title Category | Continuous | End Total |Contact| L |[T|P| C
No Assessment | Sem | Marks | Periods
Marks Marks
Theory
1 18CSPCO05 | Advanced Database PC 50 50 100 4 2 |0|2]| 3
Systems
18CSPCO06 | Network Science PC 50 50 100 3 3 (0]0]| 3
18CSPCO7 | Advances in Operating PC 50 50 100
Systems
4 | 18CSPEXX | Professional Elective II PE 50 50 100
5 | 18CSPEXX | Professional Elective |11 PE 50 50 100
6 | 18CSACXX | Audit Course Il AC 50 50 100 2 2 0|0 O
Practical
7 18CSEE01 | Mini Project with EEC 100 - 100 3 1 ]102] 2
Seminar
8 18CSPC08 | Advanced Computer PC 50 50 100 3 0 |0|3] 15
Networks and Electives
Lab
Total 450 350 800 25 16 | 0] 9185




THIRD SEMESTER

S. | Course Code Course Title Category | Continuous | End Total | Contact P C
No Assessment | Sem | Marks | Periods
Marks Marks
Theory
Professional PE
1 | 18CSPEXX Elective IV 50 50 100 3 0 3
2 | 1880EXX | Open Elective OE 50 50 | 100 3 0|3
Practical
3 18CSEEOQ2 | Project Phase | EEC 100 100 200 20 20 | 10
Total 200 200 400 26 20 | 16
FOURTH SEMESTER
S. Course Course Title Category | Continuous End Total Contact P C
No Code Assessment | Sem | Marks | Periods
Marks Marks
Practical
1 | 18CSEEO03 | Project Phase Il EEC 200 200 400 32 32 | 16
Total 200 200 400 32 32 | 16

NOTE : * - No Credit Courses.

TOTAL CREDITS: 72




LIST OF PROFESSIONAL ELECTIVES

S. Course Course Title Category | Continuous | End Total | Contact T| P
No Code Assessment | Sem | Marks | Periods
Marks Marks
LIST OF PROFESSIONAL ELECTIVES - |
S. Course Course Title Category | Continuous | End Total | Contact T| P
No Code Assessment | Sem | Marks | Periods
Marks Marks
1 | 18CSPEO1 | Computer Vision PE 50 50 100 3 0|0
Engineering
5 18CSPEO2 | Pattern Recognition PE 50 50 100 3 0/ 0
3 18CSPEO3 | Digital Image Processing PE 50 50 100 3 0|0
4 18CSPEO4 | Embedded Systems PE 50 50 100 3 0|0
5 18CSPEO5 | Virtual Reality PE 50 50 100 3 00
6 | 18CSPEO6 | Advanced PE 50 50 100 3 00
Microcontrollers and
Applications in
Embedded systems
Techniques
LIST OF PROFESSIONAL ELECTIVES - 1l
S. Course Course Title Category | Continuous | End Total | Contact T| P
No Code Assessment | Sem | Marks | Periods
Marks Marks
8 | 18CSPEO8 | Soft Computing PE 50 50 100 3 0|0
9 | 18CSPE09 | Machine Learning PE 50 50 100 3 0|0
10 | 18CSPE10 | Parallel Algorithms PE 50 50 100 3 010
11 | 18CSPE11l | Fuzzy Logic and Neural PE 50 50 100 3 010
Networks
12 | 18CSPE12 | Network Optimization PE 50 50 100 3 010
Techniques
13 | 18CSPE13 | Theory of Modern PE 50 50 100 3 0|0
Compilers
14 | 18CSPE14 | Distributed Network PE 50 50 100 3 0|0
Algorithms
LIST OF PROFESSIONAL ELECTIVES - 11l
S. Course Course Title Category | Continuous | End Total | Contact T| P
No Code Assessment | Sem | Marks | Periods
Marks Marks
15 | 18CSPEI15 | Internet of Things PE 50 50 100 3 00




16 | 18CSPE16 | Wireless Sensor PE 50 50 100 3
Networks

17 | 18CSPE17 | Pervasive Computing PE 50 50 100 3

18 | 18CSPE18 | Software Defined PE 50 50 100 3
Networking

19 | 18CSPE19 | Information Retrieval PE 50 50 100 3

20 | 18CSPE20 | Social Networks PE 50 50 100 3

LIST OF PROFESSIONAL ELECTIVES - IV
S. Course Course Title Category | Continuous | End Total | Contact
No Code Assessment | Sem | Marks | Periods
Marks Marks

21 | 18CSPE21 | Cyber Forensics PE 50 50 100 3

22 | 18CSPE22 | Cloud Computing PE 50 50 100 3

23 | 18CSPE23 | Cryptography and PE 50 50 100 3
Network Security

24 | 18CSPE24 | Theory and Applications PE 50 50 100 3
of Ontology

25 | 18CSPE25 | Mining Massive Datasets PE 50 50 100 3

26 | 18CSPE26 | Advanced Software PE 50 50 100 3
Engineering

27 | 18CSPE27 | Robotics process PE 50 50 100 3

automation




LIST OF OPEN ELECTIVES

Continuous | End CREDITS
SL.No Ccooudr:e Course name | Category | Assessment | Sem I\-/Irg:ils %%?}ggt:
Marks | Marks TP
Vastu Science OE 50 50 100 3 01013
1 18SEOEO1 | For Building
Construction
18SEOE02 Smart Cities
3 18SEOE03 | Green Building OE 50 50 100 3 0103
Environment, OE 50 50 100 3 0|03
4 | 18EEOEQ4 | Health and
Safety in
Industries
Climate OE 50 50 100 3 0103
5 18EEOEO05 | Change and
Adaptation
Waste to OE 50 50 100 3 0[{0|3
6 18EEOE06 Energy
i i OE 50 50 100 3 0[{0|3
. 18GEOE07 Energylnbunt
Environment
Earth and its
8 | 18GEOE08 . OE 50 50 100 3 0(0]3
environment
Natural hazards
9 | 18GEOE09 s OE 50 50 100 3 0(0]3
and mitigation
Business
10 | 18EDOE10 _ OE 50 50 100 3 0lo|3
Analytics
Cost OE 50 50 100 3 0103
Management of
11 18EDOE11 . .
Engineering
Projects
Introduction to OE 50 50 100 3 0[{0|3
12 18EDOE12 | Industrial
Engineering
Industrial
13 18MFOE13 OE 50 50 100 3 0|03
Safety
Operation OE 50 50 100
14 18MFOE14 perations 3 01013
Research
Composite OE 50 50 100
15 18MFOE15 p' 3 0103
Materials
Global OE 50 50 100 3 0|03
16 18TEOE16 | Warming
Science
Introduction to
17 18TEOE17 | Nano OE 50 50 100 3 0103
Electronics




18

18TEOE18

Green Supply
Chain
Management

OE

50

50

100

19

18PSOE19

Distribution
Automation
System

OE

50

50

100

20

18PSOE20

Power Quality
Assessment
And Mitigation

OE

50

50

100

21

18PSOE21

Modern
Automotive
Systems

OE

50

50

100

22

18PEOE22

Virtual
Instrumentation

OE

50

50

100

23

18PEOE23

Energy
Auditing

OE

50

50

100

24

18PEOE24

Advanced
Energy Storage
Technology

OE

50

50

100

25

18AEOE25

Design of
Digital
Systems

OE

50

50

100

26

18AEOEZ26

Advanced
Processors

OE

50

50

100

27

18AEOE27

Pattern
Recognition

OE

50

50

100

28

18VLOE28

VLSI Design

OE

50

50

100

29

18VLOE29

Analog &
Mixed Mode
VLSI Circuits

OE

50

50

100

30

18VLOE30

Hardware
Description
Languages

OE

50

50

100

31

18CSOE31

Atrtificial
Intelligence
and Machine
Learning

OE

50

50

100

32

18CSOE32

Computer
Network
Engineering

OE

50

50

100

33

18CSOE33

Big Data
Analytics

OE

50

50

100




LIST OF AUDIT COURCES (AC)

S. Course Course CAT CA SE:r?\ Total | Contact Hours/Week
No. Code Title Marks Marks Marks | Periods |L | T|P | C
1 | 18CSACZ1 | English for Research AC 50 50 100 2 2(0(0]0
Paper Writing
2 | 18CSACZ2 | Disaster Management AC 50 50 100 2 210(0]0
3 | 18CSACZ3 | Value Education AC 50 50 100 2 2(0(0]0
4 | 18CSACZ4 | Constitution of India AC 50 50 100 2 2(0(0]0
5 | 18CSACZ5 | Pedagogy Studies AC 50 50 100 2 2(0(0]0
6 | 18CSACZ6 | Stress Managementby | AC 50 50 100 2 210(0]0
Yoga
7 | 18CSACZ7 | Personality AC 50 50 100 2 210(0]0
Development Through
Life Enlightenment
Skills
8 | 18CSACZ8 | Sanskrit for Technical AC 50 50 100 2 2(0(0]0
Knowledge




CURRICULUM DESIGN

No of Credits
Course Work
S.No . Percentage
Subject Area | I m | v | Total
1. Foundation Course 7 0 0 0 07 9.72%
2. Professional Cores 115 10.5 0 0 22 30.56 %
3, | Professional 3 6 3 | o 12 16.67 %
Electives
Employability
4. Enhancement 0 2 10 16 28 38.88 %
Courses
5, | Open Elective 0 0 3 | 0 03 417 %
Courses
Total Credits 215 18.5 16 16 72 100%




18CSFCZ1 RESEARCH METHODOLOGY AND IPR
(Common to All Branches)

Category : FC

L TP C

3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar
with:

e Definition and objectives of Research

e Quantitative methods for problem solving

e Data description and report writing

UNIT I INTRODUCTION L(9)
Definition and objectives of Research — Types of research, Various Steps in Research process,
Mathematical tools for analysis, Developing a research question-Choice of a problem
Literature review, Surveying, synthesizing, critical analysis, reading materials, reviewing,
rethinking, critical evaluation, interpretation, Research Purposes, Ethics in research — APA
Ethics code

UNIT Il QUANTITATIVE METHODS FOR PROBLEM SOLVING L(9)
Statistical Modeling and Analysis, Time Series Analysis Probability Distributions,
Fundamentals of Statistical Analysis and Inference, Multivariate methods, Concepts of
Correlation and Regression, Fundamentals of Time Series Analysis and Spectral Analysis,
Error Analysis, Applications of Spectral Analysis.

UNIT 111 DATA DESCRIPTION AND REPORT WRITING L(9)
Tabular and graphical description of data: Tables and graphs of frequency data of one
variable, Tables and graphs that show the relationship between two variables , Relation
between frequency distributions and other graphs, preparing data for analysis

Structure and Components of Research Report, Types of Report, Layout of Research Report,
Mechanism of writing a research report, referencing in academic writing.

UNIT IV INTELLECTUAL PROPERTY L(9)
Nature of Intellectual Property: Patents, Designs, Trade and Copyright. Process of

Patenting and Development: technological research, innovation, patenting, development.
International Scenario: International cooperation on Intellectual Property. Procedure for
grants of patents, Patenting under PCT.

UNIT V PATENT RIGHTS L(9)

Patent Rights: Scope of Patent Rights. Licensing and transfer of technology. Patent
information and databases. Geographical Indications.



Lecture: 45 Periods Tutorial: 0 Periods Practical: 0 Periods Total: 45 Periods

Reference Books

1 Stuart Melville and Wayne Goddard, “Research methodology: an introduction for
science & engineering students”, Juta Academic, 1996.

2 Donald H.McBurmney and Theresa White, “Research Methods”, 9th Edition,
Cengagelearning, 2013.

3  RanjitKumar, “Research Methodology: A Step by Step Guide for Beginners”, 4th
Edition, 2014.

4 Dr. C. R. Kotharia and GauravGarg, “Research Methodology: Methods and
Trends”, New age international publishers, Third Edition, 2014.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:
CO1: Develop research question [Usage]
CO2: Perform exhaustive literature survey [Usage]
CO3: Apply right problem solving methods [Usage]
CO4: Prepare data for analysis [Usage]
COb5: Write research report [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 [ PO2 [ PO3 [ PO4 | PO5 | PO6 | PO7 [ PO8 | PO9 [ PO10 | PO11
col| H H | H|[H|[H|H]H]H|M][H H
co2| H H | H|[H|[H|H[H]|H|H]H H
co3| H H | H|H[H|HJH]|H|H]H H
Co4| H H | H|[H|[H|H]H]H|H]H H
cos| M | M [ M| M | M| H | H|[H]|H]|H H

H=3;, M=2; L=1

10



18CSFC02 MATHEMATICAL FOUNDATIONS OF COMPUTER SCIENCE
Category : FC
L T P C

31 0 4
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Random variables and discrete and continuous distributions.
e Queuing models.
e Tests of sampling.
e Correlation and regression analysis.

UNIT | RANDOM VARIABLES L(9)+T(3)
Random variables- Binomial, Geometric, Poisson, Uniform, Exponential, Erlang and Normal
distributions- Functions of a Random variable - Moments and Moment generating function.

UNIT Il MARKOVIAN QUEUEING MODELS L(9)+T(3)
Markovian models- Birth and Death Queuing models- steady state results: Single and multiple
server queuing models-queue with finite waiting rooms-Finite source- Finite source models-
Little’s formula.

UNIT 111 NON-MARKOVIAN QUEUES AND QUEUE NETWORKS L(9)+T(3)
M/G/1 queue- Pollazack-Khintchine formula, series queues-open and closed networks.

UNIT IV TESTING OF HYPOTHESIS L(9)+T(3)
Sampling distributions — Estimation of parameters- Statistical hypothesis- Tests based on
Normal, t, Chi Square and F distributions for mean, variance and proportion.

UNIT V CORRELATION AND REGRESSION ANALYSIS L(9)+T(3)
Coefficient of correlation — rank correlation — regression lines — Multiple and Partial correlation
— Partial regression - regression planes (Problems only).

LECTURE: 45 Periods TUTORIAL: 15 Periods PRACTICAL: 0 Periods TOTAL: 60 Periods

Reference Books

1 Veeraragjan T, “Probability and Random Processes (with Queueing Theory and
Queueing Networks)”, Fourth Edition ,McGraw Hill Education(India)Pvt Ltd., New
Delhi, 2016.

2 Medhi J, “Introduction to Queuing Systems and applications”, 1st edition, New Age
International(P) Ltd,New Delhi, 2015.

3 Gross D and Harris C. M, “Fundamentals of Queuing theory”, John Wiley and Sons,
New York, 1998.

4  Gupta S.C and Kapoor V.K, “Fundamentals of Mathematical Statistics”, Sultan Chand
& Sons, New Delhi, 2015.

Gupta S.P, “Statistical Methods”, Sultan Chand & Sons, New Delhi, 2015.

Veerarajan T, “Higher Engineering Mathematics”, Yes Dee Publishing Pvt Ltd,
Chennai, 2016.

7 Kandasamy P, Thilagavathy K and Gunavathy K, “Probability and Queueing Theory”,
S. Chand & Co, Ramnagar, New Delhi, Reprint 2013.

11



COURSE OUTCOMES: Upon completion of this course, the students will be able to:
CO1: Explain random variables and their distributions and also moments and moment

generating functions for their mean and variance.[Familiarity]

CO2: Explainprobable values of queues with single and multi-server models.[Familiarity]
COa3. Explaintests of sampling for large and small samples.[Familiarity]

CO4: Explain probability distributions of discrete and continuous random variables.
[Familiarity]
CO5: Calculate coefficient of correlation, regression coefficients, multiple and partial correlation
including regression plane.[Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 [ PO3 [ PO4 [ PO5 | PO6 | PO7 | PO8 | PO9 | PO10 [ PO11
coil| H M | M | M| M| M M

co2| H M | M | M| M| M M M
co3| H M | M | M| M| M M M
co4| H M | M | M| M| M M M
cos| H H | H | M| H/| M M M

H=3; M=2; L=1

12




18CSPC01 FORMAL LANGUAGES, MACHINES AND COMPUTATIONS

Category : PC

L TP C

3 1 0 4
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Regular Languages and applications.

Context Free Languages and applications.

Turing Machines and applications.

Computability and un-computability.

Cost models and alternate models of computation

UNIT I REGULAR LANGUAGES AND APPLICATIONS L(9)+T(3)

Regular Expressions and applications — Regular languages, properties and applications — Finite
Automata, variants and applications — Pumping lemma for RL.

UNIT Il CONTEXT FREE LANGUAGES L(9)+T(3)

Grammars — Context Free Languages, properties and applications — Stack machines — Context
free frontier — Stack machines applications — Pumping lemma for CFL.

UNIT Il TURING MACHINES L(9)+T(3)
Turing machine basics — Simple TMs — Language define by TM — Variants of TMs and their
equivalence — Universal TM — Recursive, Recursively Enumerable languages and properties.

UNIT IV COMPUTABILITY AND UNCOMPUTABILITY L(9)+T(3)

Turing computable functions — Functions and languages — TM random access — Church-Turing
thesis — Infinite models, finite machines — Halting problem — Reducibility — Rice’s theorem —
Grammars and Computability — Computable functions - Mathematical uncomputabilities.

UNIT V COST MODELS AND ALTERNATE ALGORITHMS L(9)+T(3)

Asymptotic notations, properties and functions — TM cost model — Time complexity classes —
Space complexity classes — Higher complexity classes — Verification methods — NP, NP hard and
NP Complete problems — Approximation algorithms, probabilistic and parallel algorithms —
Interactive proof system.

Lecture: 45 Periods Tutorial: 15 Periods Practical: 0 Periods Total: 60 Periods

Reference Books
1 John E Hopcroft, Rajeev Motwani, Jeffrey D Ullman, “Introduction to Automata
Theory, Languages and Computation”, Third Edition, Pearson, 2013.

2 John C. Martin, “Introduction to languages and the theory of computation”, Third
edition, McGrawHil, 2015

3 Michael Sipser, “Introduction to Theory of Computation”, Third Edition, Cengage
learning, 2013.

13



4  Adam Brooks Webber, “Formal languages: a practical introduction”, Jim Leisy, 2008

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1: Identify, use and apply Regular and Context Free Languages. [Assessment]

CO2: Solve given problem by constructing appropriate Automata. [Usage]

CO3. Construct Turing Machine for the given problem/function. [Usage]

CO4: Provide solution model for computable functions. [Assessment]

CO5: Identify and prove unsolvable problems. [Assessment]

CO6: Classify the problems based on the cost analysis. [Assessment]

COT7: Use alternate models of computation such as Approximation algorithms, probabilistic and

parallel algorithms and Interactive proof system. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11

COo1

CO2

CO3

CO4

CO5

CO6

I IT| T I T T T
I IT| T I T T T
I Z| Z| Z| T oI <Z
< < Z| Z ZZLZ

H
M
M
H
H
H
M

I Z| Z| Z| zxTIoTIT <

H
M
M
H
H
H
M

< £ £ £ £ L

CO7

H=3; M=2; L=1
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18CSPC02 HIGH PERFORMANCE COMPUTER ARCHITECTURE
Category : PC
L T P C

2 0 2 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Fundamentals of Computer Organization and performance laws

Concepts and issues in instruction level parallelism

Multiprocessor architecture and synchronization issues in multiprocessors

Memory organization and peripheral devices

Multi core organization and its design issues

UNIT | BASIC ORGANIZATION AND ARCHITECTURAL TECHNIQUES L(6) +P(6)
RISC processors - Characteristics of RISC processors, RISC vs CISC, Classification of
Instruction Set Architectures - Review of performance measurements - Metrics and measures for

parallel programs, Speedup performance laws, scalability analysis approaches, Amdahl’s law,
limitation, Benchmark, SIMD, MIMD Performance.

UNIT Il INSTRUCTION LEVEL PARALLELISM L(6) +P(6)
Basic concepts of pipelining - Arithmetic pipelines , Instruction pipelines, Hazards in a pipeline:
structural, data, and control hazards - Overview of hazard resolution techniques - Dynamic
instruction scheduling - Branch prediction techniques - Instruction-level parallelism using
software approaches - Superscalar techniques - Speculative execution - Review of modern
processors - Pentium Processor and ARM Processor

UNIT 11l THREAD LEVEL PARALLELISM L(6) +P(6)
Centralized vs. distributed shared memory - Interconnection topologies - Multiprocessor
architecture - Symmetric multiprocessors - Cache coherence problem - Synchronization -
Memory consistency - Review of modern multiprocessors - Multicore Processors and their
Performance.

UNIT IV MEMORY HIERACHIES AND PERIPHERAL DEVICES L(6) +P(6)
Basic concept of hierarchical memory organization - Main memories - Cache memory design
and implementation - Virtual memory design and implementation - Secondary memory
technology — RAID. Peripheral Devices: Bus structures and standards - Synchronous and
asynchronous buses - Types and uses of storage devices - Interfacing /O to the rest of the system
- Reliability and availability - 1/O system design.

UNIT V MULTICORE ARCHITECTURE L(6) +P(6)

Multithreading - SMT and CMP - Architectures - Limitations of Single Core Processors -
Multicore era - Hardware Performance Issues - Software Performance Issues — Multicore
Organization - Intel x86 Multicore Organization

Lecture: 30 Periods Tutorial: O Periods Practical: 30 Periods Total: 60 Periods

15



Reference Books

1

John L. Hennessey and David A. Patterson, “Computer Architecture — A Quantitative
Approach”, Morgan Kaufmann / Elsevier, Fifth edition, 2012.

William Stallings, “Computer Organization and Architecture”, Pearson Education,
Ninth Edition, 2013

Kai Hwang, “Advanced Computer Architecture”, Tata McGraw-Hill Education, Second
Edition, 2003

Richard Y. Kain, “Advanced Computer Architecture a Systems Design Approach”,
Prentice Hall, Second Edition, 2011.

David E. Culler, Jaswinder Pal Singh, “Parallel Computing Architecture : A Hardware/
Software Approach” , Morgan Kaufmann / Elsevier, 2005.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1:
COz2:
COs3:
CO4:
COs:

COe6:
COT:

Compare RISC and CISC processors and analyze metrics for improving performance of
processors. [Usage]

Analyze structural, data and control hazards and exploit instruction level parallelism.
[Assessment]

Analyze design issues of distributed shared memory and explain multiprocessor
Architectures. [Assessment]

Explain types of memory hierarchy and issues of cache, virtual and secondary memory.
[Familiarity]

State the significance of RAID levels. [Familiarity]

Compare SMT and CMT architectures and their performance. [Usage]

List advantages of multi core processors and explain Intel x86 multi core organizations.
[Familiarity]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11

CO1 H H M H M M M M
CO2 H H M H M M M M
CO3 H H M H M M M M
CO4 H M M H M M L M M
CO5 H M M M M M M M
CO6 H H M H M M L M M
CO7 H M M H M M M M
H=3; M=2; L=1
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18CSPC03 ALGORITHMS AND COMPLEXITY ANALYSIS
Category : PC
L TPZC
3 00 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:

e Algorithm design, probabilistic analysis and amortized analysis of algorithms.

e Divide and Conquer, Dynamic programming and Greedy Algorithms techniques.

e Graph algorithms and Matrix operations.

e Multithreaded algorithms and Linear programming and polynomial multiplication using
Fast Fourier Transforms.

e String matching, computational geometry, Notions of NP-Completeness and
approximation algorithms.

UNIT I INTRODUCTION L(9)
Role of Algorithms in Computing — Analyzing algorithms — Designing algorithms — Growth of
functions — Divide and Conquer — Probabilistic analysis — Randomized algorithms

UNIT Il DESIGN AND ANALYSIS TECHNIQUES L(9)
Dynamic programming: Rod cutting, Matrix-chain multiplication,Elements of dynamic
programming, Optimal binary search trees— Greedy Algorithms: An activity-selection problem,
Elements of the greedy strategy, Huffman codes — Amortized Analysis.

UNIT 111 GRAPH ALGORITHMS L(9)
Elementary Graph Algorithms — Minimum Spanning trees: Kruskal and Prims Algorithm —
Single source shortest paths — All pairs shortest paths: Floyd-Warshall algorithm, Johnson’s
algorithm for sparse graphs — Maximum Flow

UNIT IV ADVANCED ALGORITHMS | L(9)
Multithreaded algorithms: Multithreaded matrix multiplication, Multithreaded merge sort —
Matrix operations: Solving systems of linear equations, Inverting matrices, Symmetric positive-
definite matrices and least-squares approximation — Linear programming — Polynomials and
FFT.

UNIT V ADVANCED ALGORITHMS I L(9)
String matching: Naive string-matching algorithm, Rabin-Karp algorithm, String matching with
finite automata, Knuth-Morris-Pratt algorithm— Computational Geometry — NP-Completeness —
Approximation algorithms

Lecture: 45 Periods Tutorial: 0 Periods Practical: 0 Periods Total: 45 Periods

Reference Books

1 Thomas H. Cormen, Charles E. Leiseron, Ronald L.Rivest, Clifford Stein, “Introduction
to Algorithms”, Third Edition, PHI learning Pvt. Ltd., 2011.

2 Ellis Horowitz, SartajSahni, SanguthevarRajasekaran, “Fundamentals of Computer
Algorithms”, Galgotia Publications Pvt. Ltd., 2008.
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3 Michael R. Garey, D. S. Johnson, “Computers and Intractability: A Guide to the
Theory of NP-Completeness”, W. H. Freeman, 1979.

4  Aho. A.V., Hopcroft. J.E. and Ullman .J.D., “The Design and Analysis of Algorithms”,
Addison-Wesley, 1974.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1:

COz2:
COa:

CO4:

CO5:
COE6:

COrT:

Design and analyze algorithms using divide and conquer, dynamic programming,
greedy algorithms. [Usage]

Perform probabilistic analysis and amortized analysis of algorithms. [Familiarity]
Use minimum spanning trees, shortest path and Maximum flow algorithms in graphs
to solve problems. [Usage]

Solve problems using multithreaded algorithms and linear programming approach.
[Usage]

Solve polynomial multiplication using Fast Fourier Transforms. [Usage]

Apply suitable string matching algorithms and Computational geometry algorithms.
[Usage]

Identify problems that are NP-Complete and generate near-optimal solutions.
[Familiarity]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 [ PO5 | PO6 | PO7 | PO8 | PO9 | PO10 [ PO11
Col| H H | H| M| H/|M M M
co2| H M | M | M| M| M M M
co3| H H | H | M| H|M]|L M M
coa| H H | H| M| H/|M M M
cos| H H | H | M| H/[M M M
COo6 | H H M M M M
co7| H M | M | M| M| M M M

H=3; M=2; L=1
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18CSPC04 ADVANCED ALGORITHMS AND ELECTIVE LAB
Category : PC
L T P C
0 0 3 15

PREREQUISITES: Nil
COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:

LIST

1.

2.

Se®~Noo s

Design of algorithms using Divide and Conquer, Dynamic programming approach.
Design of algorithms using Greedy and Back Tracking Techniques.

Implementation of Graph algorithms and Matrix operations.

Implementation of String matching, computational geometry and approximation
algorithms.

OF EXPERIMENTS

Implement an algorithm that combines k sorted lists in time O(n log k) where n is the
total number of elements.

Implement an algorithm to solve Matrix Multiplication problem and Maximum value
contiguous subsequence using dynamic programming approach.

Implement an algorithm based on greedy approach to solve knapsack problem and
Activity Selection Problem.

Implement Merge Sort algorithm using Divide and Conquer approach.

Implement stack operations and calculate the amortized cost.

Implement Graph Traversal algorithms.

Implement algorithms to construct Minimum Spanning Trees.

Implement shortest path and Maximum Flow algorithms.

Implement String Matching Algorithms.

O Implement Computational Geometry algorithms.

Lecture: 0 Periods Tutorial: 0 Periods Practical: 45 Periods Total: 45 Periods

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1:

COz2:
COa:

CO4:
CO:5:

Design and analyze algorithms using divide and conguer, dynamic programming, greedy
algorithms. [Usage]

Perform probabilistic analysis and amortized analysis of algorithms. [Assessment]
Implement minimum spanning tree, shortest path and Maximum flow algorithms in graphs
to solve problems. [Usage]

Solve problems using multithreaded algorithms and linear programming. [Usage]
Usesuitable string matching algorithms and Computational geometry algorithms

[Usage]
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CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
COo1 H H H M H M M M M H M
CO2 H H M H M H M M M M
CO3 H H H M M M M M M H M
CO4 H H H M H M M M M H M
CO5 H H H M H M M M M H M

H=3; M=2; L=1
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18CSPC05 ADVANCED DATABASE SYSTEMS
Category : PC
L T P C
2 0 2 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Data base design with ER Model and Relational Model

Data storage and Retrieval Techniques

Query Processing and Transaction Management

Parallel and distributed databases

Enhanced Data models

NoSQL databases

UNIT | DATABASE DESIGN L(6) + P(6)
Data Models, ER Model: Constraints, ER-Diagrams, Extended ER Features, Relational Database
Design: Good Relational designs, Normal Forms, Functional Dependencies, Decomposition
algorithms, Modeling Temporal Data, Application Design and Development- Performance
Tuning.

UNIT Il STORAGE, QUERYING AND TRANSACTION MANAGEMENT L(6) + P(6)
Indexing and Hashing, Query Processing and Optimization, Transaction Management:
Concurrency and Recovery, Advanced Transaction Processing.

UNIT 111 PARALLEL AND DISTRIBUTED DATABASES L(6) + P(6)
Database system Architecture- Parallel Databases: Parallelism, Query Optimization and design
of Parallel system-Distributed Databases: Distributed Storage and Transactions, Concurrency
Control, Query Processing, Cloud based databases, Directory Systems.

UNIT IV DATABASE SECURITY AND ENHANCED DATA MODELS L(6) + P(6)
Database Security: Issues, Access Control Mechanisms, SQL injection, Statistical Database
security — Advanced Data models: Active Database, Temporal Database, Multimedia Database,
Spatial and Deductive Databases, XML.

UNIT V NoSQL DATABASES L(6) + P(6)
Emergence-Aggregate data models- Distribution models-consistency-Key value databases-
Document databases-Column family stores-Graph databases-Schema Migration- polyglot
Persistence

Lecture: 30 Periods Tutorial: 0 Periods Practical: 30 Periods Total: 60 Periods

Reference Books

1  Abraham Silberschatz , Henry F. Korth and S. Sudarshan, “DatabaseSystem Concepts”,
Sixth Edition, McGraw-Hill, 2012

2 Pramod J. Sadalage and Martin Fowler, “NoSQL Distilled- A Brief Guide to the
Emerging world of Polyglot Persistence”, Pearson Education,2013
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3

R. Elmasri and S. Navethe, “ Fundamentals of Database Systems”, Seventh
Edition,Pearson Education, 2015

Raghu Ramakrishnan and Gehrke, “Database Management Systems”, Third Edition,
McGraw Hill, 2003

Thomas Cannoly and Carolyn Begg, “Database Systems, A Practical Approach to
Design, Implementation and Management” Addison- Wesley Professional, 2012

Tamer Ozsu M., Patrick Valdurriez, “Principles of Distributed Database Systems”, Third
Edition, Springer, 2011

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

COL1:
CO2:
COa3:
CO4:

COs:
CO6:

Design and develop a relational data model. [Usage]

Understand the storage and data access mechanisms. [Familiarity]

Perform Query optimization and use transaction management techniques. [Familiarity]
Apply Concurrency control and Query Optimization algorithms in Parallel and
Distributed data models. [Usage]

Use Enhanced data models. [Usage]

Explain and Use NoSQL databases. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11

COo1 H H H M H M M M
CO2 H M M M M M M M
CO3 H M M M M M M M
CO4 H H H M H M M M
CO5 H H H M H M M M
CO6 H H H M H M M M
H=3; M=2; L=1
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18CSPC06 NETWORK SCIENCE
Category : PC

L T P C

3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Technological networks
e Fundamentals of network theory
e Computer algorithms for Networks
e Models of network information
e Processes on networks

UNIT I THE EMPIRICAL STUDY OF NETWORKS L(6)
Introduction - Technological Networks: The Internet, The telephone Network, Power Grids,
Transportation Networks, Delivery and distribution networks — Social Networks — Networks of
Information — Biological Networks.

UNIT Il FUNDAMENTALS OF NETWORK THEORY L(10)
Mathematics of Networks — Networks and their representation — Measures and metrics — The
large scale structure of the networks: Components, shortest path and small world effect, degree
distribution, Power laws and scale free networks, distributions of other centrality measures,
Clustering coefficients, Assortative mixing.

UNIT Il COMPUTER ALGORITHMS L(9)
Basic concepts of algorithms - Running time and computational complexity, Storing network
data, adjacency matrix and list, trees, heaps — Fundamental network algorithms — Matrix
algorithms and graph partitioning.

UNIT IV NETWORK MODELS L(10)
Random graphs — Random graphs with general degree distributions — Models of network
information — Other network models — small world model, exponent random graphs.

UNIT V PROCESSES ON NETWORKS L(10)
Percolation and network resilience —Percolation, Uniform random removal of vertices, non
uniform removal of vertices, percolation in real world networks, computer algorithms for
percolation — Epidemics on networks — dynamical systems on networks — network search.

Lecture: 45 Periods Tutorial : O Periods Practical: O Periods Total: 45 Periods

Reference Books

Mark Newman, “Networks: An introduction”, Oxford University Press, 2010.

UlrikBandes, Thomas Erlebach, “Network Analysis: Methodological foundations”,
Springer, 2004.

3 David Easey, John Kleinberg, “Networks, Crowds and markets: Reasoning about a
highly connected world”, CambridgeUniversity Press, 2010.

4 Matthew O Jackson, “Social and Economic Networks”, Princeton University press, 2010.

5 Albert-Laszlo Barabasi, Mark Newman, Duncan J.Watts, “The structure and Dynamics
of Networks”, Princeton University Press, 2006.
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COURSE OUTCOMES: Upon completion of this course, the students will be able to:
CO1: Explain the technological networks such as Internet, Distribution, Social and Biological

Networks. [Familiarity]
CO2: Represent the networks using appropriate data structure. [Assessment]

CO3: Write algorithms for degree, degree distribution and graph partitioning. [Usage]

CO4: Identify suitable model for network information. [Assessment]

COb5: Write algorithms for percolation and network resilience. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
COo1 H M M M M M M M
CO2 H H M H M H M M
CO3 H H H M H M M M
CO4 H H M H M H M M
CO5 H H H M H M M M

H=3; M=2; L=1
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18CSPC07 ADVANCES IN OPERATING SYSTEMS
Category : PC
L T P C

2 0 2 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Fundamentals of Operating Systems
e Distributed operating system concepts that includes architecture, Mutual exclusion
algorithms, Deadlock detection algorithms and agreement protocols
e Distributed resource management components
Real time and Sensor operating systems
e Mobile Operating Systems

UNIT I FUNDAMENTALS OF OPERATING SYSTEMS L(6) +P(6)
Linux System: Design Principles - Kernel Modules - Process Management Scheduling - Memory
Management - Input-Output Management - File System.

UNIT 1l DISTRIBUTED OPERATING SYSTEMS L(6) +P(6)
Issues in Distributed Operating System — Architecture — Communication Primitives — Lamport’s
Logical clocks — Causal Ordering of Messages — Distributed Mutual Exclusion Algorithms —
Centralized and Distributed Deadlock Detection Algorithms — Agreement Protocols.

UNIT 111 DISTRIBUTED RESOURCE MANAGEMENT L(6) +P(6)
Distributed File Systems — Design Issues - Distributed Shared Memory — Algorithms for
Implementing Distributed Shared memory-—Issues in Load Distribution — Scheduling Algorithms
— Synchronous and Asynchronous Check Pointing and Recovery — Fault Tolerance — Two-Phase
Commit Protocol — Non-blocking Commit Protocol — Security and Protection.

UNIT IV REAL TIME AND SENSOR OPERATING SYSTEMS L(6) +P(6)
Basic Model of Real Time Systems — Characteristics- Applications of Real Time Systems — Real
Time Task Scheduling — Handling Resource Sharing- Wireless Sensor Operating Systems —
Embedded Operating Systems — Structure of the Operating System and Protocol stack —
Dynamic Energy and Power management — Programming Paradigms and Application
Programming Interface — Case Study: Tiny OS and nesC.

UNIT V MOBILE OPERATING SYSTEMS L(6) +P(6)
Mobile Operating Systems —Micro Kernel Design — Client Server Resource Access — Processes
and Threads — Memory Management — File system. Case Study: iOS and Android- Architecture
and SDK Framework — Media Layer — Services Layer — Core OS Layer — File System.

LIST OF EXPERIMENTS:

1.Handling multiple file system in Linux system

. Implementation of Lamport’s logical clocks

. Implementation of RMI lottery application using Distributed Operating system.

. Implementation of Ricart Agrawala and Suzuki Kazami’s Algorithm.

.Implementation of scheduling algorithms in distributed OS

. Implementation of two phase commit protocols.

. implemention of an alarm clock using real time operating system

. Minix 3 OS-adding a new system call and calling the system call handler function directly.

O ~NO Ol W
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Lecture: 30 Periods Tutorial : 0 Periods Practical: 30 Periods Total: 60 Periods

Reference Books

1

Daniel P Bovet and Marco Cesati, “Understanding the Linux kernel”, 3" edition,
O’Reilly, 2005.

MukeshSinghal and Niranjan G. Shivaratri, “Advanced Concepts in Operating Systems
— Distributed, Database, and Multiprocessor Operating Systems”, Tata McGraw-Hill,
2001.

Rajib Mall, “Real-Time Systems: Theory and Practice”, Pearson Education India, 2006
Holger Karl & Andreas Willig, “Protocols And Architectures for Wireless Sensor
Networks”, John Wiley, 2005.

Neil Smyth, “iPhone iOS 4 Development Essentials — Xcode”, Fourth Edition, Payload
media, 2011.

Reto Meier, “Professional Android 4 Application Development”, Wiley, 2012.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1:
CO2
CO3
CO4

CO5
CO6

Discuss the various synchronization, scheduling and memory management
Issues. [Familiarity]

: Demonstrate the Mutual exclusion, Deadlock detection and agreement protocols of
Distributed operating system. [Usage]

: Discuss the various resource management techniques for distributed systems.
[Familiarity]

. Identify the different features of real time operating systems. [Assessment]

: Explain the features of sensor operating systems. [Familiarity]

: Describe the characteristics of Mobile Operating Systems. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | POS5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11

CO1 H M M M M M M M
CO2 H H H M H M M M
CO3 H M M M M M M M
CO4 H H M H M H M M
CO5 H M M M M M M M
CO6 H H H M H M M M
H=3; M=2; L=1

26



18CSEEO1 MINI PROJECT WITH SEMINAR
Category : EEC
LT PC
1 0 2 2
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Usage of Mathematical, computational and natural sciences gained by study, experience
and practice with judgment to develop effective use of matter, energy and information to
the benefit of mankind.
e Plan, execute, manage and document a project

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1: Identify research intensive feasible problems by considering societal/industrial
demands. [Assessment]

CO2: Perform exhaustive literature survey on identified problem. [Assessment]

CO3: Use design/simulation tools to implement critical methods/algorithms of the identified
problem from the literature. [Assessment]

CO4: Perform preliminary implementation to achieve encouraging results. [Usage]

CO5: Develop and deliver a good quality formal presentation. [Usage]

CO6: Write clear, concise, and accurate technical document for publication. [Usage]

Lecture: 15 Periods Tutorial : O Periods Practical: 30 Periods Total: 45 Periods

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
col| H H | L A ]t | H{ H| H | H]|H H
co2| H H | L|H]L|H]H[H]|H]|H H
co3| H H | L|H|]L|H|[H][H|H]|H H
co4| H H|H|[M]|[H|M]|H][H]|H]|H H
cos| H H|H|[M]|[H|M]|H][H]|H]|H H
co6| H H|H|[M]|[H|M]|H][H]|H]|H H

H=3; M=2; L=1
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18CSPC08 ADVANCED COMPUTER NETWORKS AND ELECTIVES LAB
Category : PC
L T P C

0 0 3 15
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Local Area networks

Routing protocols

Access Control Lists and Virtual Control Lists

Dynamic Host Configuration Protocols

Wireless Local Area Networks such as WLAN, WiMAX and WSN.

LIST OF EXPERIMENTS

Experiment 1: Simulating a Local Area Network
In-lab Activities : Local Area Network LAN Topologies MAC Protocols Taking turns Ethernet -
Ethernet Frame Structure - Ethernet Versions - Simulating a LAN using Network Simulator 3

Experiment 2: Measuring Network Performance

In-lab Activities: Network Performance Evaluation - Performance Evaluation Metrics -
Parameters Affecting the Performance of Networks - Performance Evaluation Techniques -
Network Performance Evaluation using NS-3.

Experiment 3: Access Control Lists (ACL) Partl
In-lab Activities : Configuring Standard ACLs - Configuring an ACL on VTY Lines Configuring
Named Standard ACLs

Experiment 4 : Access Control Lists (ACL) Part 2
In-lab Activities : _Configuring Extended ACLs 1 - Configuring Extended ACLs 2 - Configuring
Named Extended ACLSs - Troubleshooting ACLs

Experiment 5 : Network Address Translation for IPv4 (NAT)
In-lab Activities : Investigating NAT Operation - Implementing Static and Dynamic
NAT Configuring NAT Pool Overload and PAT

Experiment 6 :Virtual Local Area Networks (VLANS)
In-lab Activities : Basic VLAN Configuration - Troubleshooting a VLAN Implementation

Experiment 7 : Inter-VLAN Routing
In-lab Activities : Configuring traditional inter-VLAN routing - Configuring router-on-a-stick

inter-VLAN routing - Troubleshooting Inter - VLAN Routing

Experiment 8 : Spanning Tree Protocol (STP)
In-lab Activities : Configuring STP

Experiment 9 : Dynamic Host Configuration Protocol (DHCP)
In-lab Activities : Configuring DHCP
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http://vlssit.iitkgp.ernet.in/ant/ant/3/
http://networklab-ju.ucoz.com/NewAdvanceLab/Exp1_ACL.pdf
http://networklab-ju.ucoz.com/NewAdvanceLab/Configuring_Extended_ACLs_1.pka
http://networklab-ju.ucoz.com/NewAdvanceLab/NAT/Exp2_NAT.pdf
http://networklab-ju.ucoz.com/NewAdvanceLab/VLANs/Experiment3_VLAN.pdf
http://networklab-ju.ucoz.com/NewAdvanceLab/InterVlanRout/exp4_inter-VLAN_routing.pdf
http://networklab-ju.ucoz.com/NewAdvanceLab/STP/Experiment5_STP.pdf
http://networklab-ju.ucoz.com/NewAdvanceLab/DHCP/Experiment9_DHCP.pdf

Experiment 10 : Simulating a Wireless LANs

In-lab Activities :  Wi-Fi Networks - IEEE 802.11 Standards - Hardware Requirements for Wi-Fi -
How to connect to the Wi-Fi Networks? - Advantages of Wi-Fi - Limitations - MAC Protocols -
Use of RTS/CTS to Exchange Data - Issues in Wi-Fi Networks - The Hidden Terminal Problem -
Solution of Hidden Terminal Problem - Exposed Terminal Problem - Solution to the Exposed
Terminal Problem - Simulating a Wi-Fi using Network Simulator 3

Experiment 11 : Simulating a WiMAX Network

In-lab Activities: WIMAX Network - Standards - Comparison of Wi-Fi and WiMAX - How
WIMAX works? - Limitations of WiMAX - Modulation Schemes - Difference between low symbol
rate and high symbol rate - WiMAX module for NS-3 - How to download and install patch for
WIMAX? - Addressing Format in ns2 - The Default address format - The Hierarchical address
format - Wireless (New) Trace File Format - Description of New Trace File Format - Wireless
Trace File Format

Experiment 12 : Simulating a Wireless Sensor Network

In-lab Activities:  Wireless Sensor Networks - Basic Characteristics of WSNs - Operating
Systems for WSNs - Differences with Mobile Ad hoc Networks - Types of Wireless Sensor
Networks - Routing protocols for WSNs - Clusters and Cluster heads in WSNs - The LEACH
Protocol - Operation of LEACH - Discussions on LEACH - Applications of WSNs - Simulating a
WSN using Network Simulator 3

Lecture: 0 Periods Tutorial : O Periods Practical: 45 Periods Total: 45 Periods

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1: Implementa Local Area Network and measuring its network performance in NS3
network simulator / NS2 / Packet Tracer. [Assessment]

CO2: Implementrouting protocols in NS3 network simulator /NS2 / Packet Tracer. [Usage]

CO3: ImplementAccess Control Lists (ACL) in Packet Tracer. [Usage]

CO4: ImplementVirtual Local Area Networks (VLANS). [Usage]

CO5: Implement Dynamic Host Configuration Protocol (DHCP) in Packet Tracer. [Usage]
CO6: Implement Wireless LAN, WiMAX Network and Wireless Sensor Network in NS3 network
simulator. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
COo1 H H M H M H M M M H
CO2 H H H M H M M M M H M
CO3 H H H M H M M M M H M
CO4 H H H M H M M M M H M
CO5 H H H M H M M M M H M
CO6 H H H M H M M M M H M

H=3; M=2; L=1.
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http://vlssit.iitkgp.ernet.in/ant/ant/5/
http://vlssit.iitkgp.ernet.in/ant/ant/6/
http://vlssit.iitkgp.ernet.in/ant/ant/8/
http://networklab-ju.ucoz.com/NewAdvanceLab/Exp1_ACL.pdf
http://networklab-ju.ucoz.com/NewAdvanceLab/VLANs/Experiment3_VLAN.pdf
http://networklab-ju.ucoz.com/NewAdvanceLab/DHCP/Experiment9_DHCP.pdf

18CSEE02 PROJECT PHASE I
Category : EEC

L T P C
0 0 20 10
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Usage of Mathematical, computational and natural sciences gained by study, experience
and practice with judgment to develop effective use of matter, energy and information to
the benefit of mankind.
e Plan, execute,manage and document a project

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1: Identify research intensive feasible problems by considering societal/industrial
demands[Assessment]

CO2: Perform exhaustive literature survey on identified problem[Assessment]

CO3: Use design/simulation tools to implement critical methods/algorithms of the identified

problem from the literature[Assessment]

CO4: Perform preliminary implementation to achieve encouraging results. [Usage]

CO5: Develop and deliver a good quality formal presentation. [Usage]

CO6: Write clear, concise, and accurate technical document for publication.[Usage]

Lecture: 0 Periods Tutorial : O Periods Practical: 300 Periods Total: 300 Periods

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
col| H H | M| H[M|H|[H[H|H]|H H
co2| H H | M| H|[M|H|H]|[H|H]|H H
co3| H H | H|[M[H|M[H[H|H]|H H
Co4| H H | M[H[M|H[H[H]|H]|H H
cos| H H|H|[M]|[H|M]|H][H]|H]|H H
co6| H H|H|[M]|[H|M]|H][H]|H]|H H

H=3; M=2; L=1
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18CSEE03 PROJECT PHASE I
Category : EEC
L T P C
0 0 32 16
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Usage of mathematical, computational and natural sciences gained by study, experience
and practice with judgment to develop effective use of matter, energy and information to
the benefit of mankind.
e Plan, execute, manage and document a project
e Construct logical and physical models to demonstrate the skills at assimilating,
synthesizing and critically appraising all materials relevant to the project.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

COL1: Perform detailed implementation of the identified problem using advanced tools or by
developing new tools. [Assessment]

CO2: Exhaustive testing of the proposed methods and algorithms to validate new findings.
[Assessment]

COa3: Performance analysis with existing methods and algorithms to establish applicability.
[Assessment]

CO4: Develop and deliver a good quality formal presentation. [Usage]

COb5: Write clear, concise, and accurate technical document for journal publication. [Usage]

Lecture: 0 Periods Tutorial : 0 Periods Practical: 480 Periods Total: 480 Periods

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | POS5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
col| H H|H|L[H[L|H[H]|H]|H H
co2| H H | L|H|]L|H|[H][H]|H]|H H
co3| H H |l L|H[]L|H|][H][H]H]|H H
co4| H H |H|L|[H|L|[H[H|H]|H H
cos| H H |H|L|[H|L|[H[H|H]|H H

H=3; M=2; L=1
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18CSPEO1 COMPUTER VISION ENGINEERING
Category : PE
L T P C
3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Fundamentals of image processing techniques for computer vision.

Shape and pattern analysis.

Hough Transform and its applications to detect lines, circles, ellipses.

Machine Learning and Deep Learning Networks.

Three-dimensional image analysis and motion analysis techniques

Applications of computer vision algorithms

UNIT I LOW LEVEL VISION L(9)

Images and Imaging Operations- Image Filtering and Morphology-The Role of Thresholding -
Edge detection — Corner ,Interest Point and Invariant Feature Detection — Texture Analysis.

UNIT Il INTERMEDIATE LEVEL VISION L(9)

Binary Shape Analysis- Boundary Pattern Analysis- Line, Circle and Ellipse Detection-The
generalized Hough Transform-Object Segmentation and Shape Models.

UNIT 11l MACHINE LEARNING AND DEEP LEARNING NETWORKS L(9)

Basic Classification Concepts-Machine Learning:Probabilistic Methods-Deep Learning
Networks

UNIT IV 3D VISION AND MOTION L(9)
Three Dimensional World-Tackling the Perspective n-point Problem-Invariants and Perspective-
Image Transformations and Camera Calibration-Mation.

UNIT V APPLICATIONS L(9)
Face Detection and Recognition: the Impact of Deep Learning- Surveillance — The Basic
Geometry-Foreground-Background Separation — Particle Filters — Chamfer Matching, Tracking,
and Occlusion — Combining Views from Multiple Cameras — Human Gait analysis -Application:
In-Vehicle Vision System: Locating the Roadway —Location of Road Markings — Location of
Road signs — Location of Vehicles-Locating Pedestrians.

Lecture: 45 Periods Tutorial : 0 Periods Practical: O Periods Total: 45 Periods

Reference Books

1 E.R. Davies, “Computer Vision Principles, Algorithms, Applications, Learning”, Fifth
Edition, Academic Press, 2018.

2  R. Szeliski, “Computer Vision: Algorithms and Applications”, Springer 2010.

3 Simon J. D. Prince, “Computer Vision: Models, Learning, and Inference”, Cambridge
UniversityPress, 2012

4  Mark Nixon and Alberto S. Aquado, “Feature Extraction & Image Processing for
Computer Vision”, Third Edition, Academic Press, 2012.
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5

D. L. Baggio et al., “Mastering Open CV with Practical Computer Vision Projects”,

PacktPublishing, 2012.

Jan Erik Solem, “Programming Computer Vision with Python: Tools and algorithms

for analyzing images”, O'Reilly Media, 2012.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:
CO1: Implement fundamental image processing techniques required for computer
vision. [Familiarity]
CO2: Perform shape analysis and apply chain codes and other region descriptors. [Usage]
CO3. Apply Hough Transform for line, circle, and ellipse detections. [ Usage]

CO4: Implement Machine Learning Algorithms. [Familiarity]
CO5: Apply 3D vision techniques and implement motion related techniques. [Usage]

CO6: Develop applications using computer vision techniques. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
COo1 H H M M L H L H H M
CO2 H H M 5 H L H H M
CO3 H H M L H L H H M
CO4 H H M M L H L H H M
COs5 H H M L H L H H M
CO6 H H M M L H L H H H

H=3; M=2; L=1
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18CSPE02 PATTERN RECOGNITION
Category : PE

L T P C
3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:

o Basic concepts in pattern recognition
State-of-the-art algorithms used in pattern recognition

o Bayes classifier and linear discriminant analysis
o HMM and Support Vector Machines
e Apply pattern recognition techniques in practical problems
UNIT I MATHEMATICAL FOUNDATIONS OF PATTERN L(9)

RECOGNITION

Introduction — Mathematical Foundations: Basics of Probability, Random Processes and Linear
Algebra - Probability: independence of events, conditional and joint probability -Random
Processes: Stationary and non-stationary processes, Expectation, Autocorrelation, Cross-
Correlation, spectra; Linear Algebra: Inner product, outer product, inverses, eigen values, eigen
vectors - Features, Feature Vectors, and Classifiers - Supervised versus Unsupervised Pattern
Recognition.

UNIT Il CLASSIFIERS BASED ON BAYES DECISION THEORY L(9)
Introduction - Minimum-error-rate classification, Classifiers, Discriminant functions, Decision
surfaces, Normal density and discriminant functions, discrete features -Parameter Estimation
Methods: Maximum-Likelihood estimation: Gaussian case; Maximum a Posteriori estimation;
Bayesian estimation: Gaussian case - The Nearest Neighbor Rule.

UNIT 111 UNSUPERVISED LEARNING AND CLUSTERING L(9)
Criterion functions for clustering; Algorithms for clustering: K-Means, Hierarchical and other
methods; Cluster validation; Gaussian mixture models; Expectation-Maximization method for
parameter estimation; Maximum entropy estimation.

UNIT IV SEQUENTIAL PATTERN RECOGNITION L(9)
Hidden Markov Models (HMMs); Discrete HMMs; Continuous HMMs - Nonparametric
techniques for density estimation: Parzen-window method; K-Nearest Neighbour method -
Dimensionality reduction: Fisher discriminant analysis; Principal component analysis; Factor
Analysis.

UNIT V FEATURE SELECTION AND FEATURE GENERATION L(9)
Linear discriminant functions: Gradient descent procedures; Perceptron; Support vector
machines - Non-metric methods for pattern classification: Non-numeric data or nominal data;
Decision trees: CART.

Lecture: 45 Periods Tutorial : 0 Periods Practical: O Periods Total: 45 Periods

Reference Books

1 S.Theodoridis and K.Koutroumbas, “Pattern Recognition”, 4th Ed., Academic Press,
2009

2 0.Duda, P.E.Hart and D.G.Stork, “Pattern Classification”, John Wiley, 2001.
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3
4

C.M.Bishop, “Pattern Recognition and Machine Learning”, Springer, 2006.

SergiosTheodoridis, AggelosPikrakis, KonstantinosKoutroumbas, DionisisCavouras,

“Introduction to Pattern Recognition: A Matlab Approach”, First Edition, Elsevier
2010.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1:
CO2:

COa:

CO4:

COE5:

CO6:

Apply variety of mathematical techniques to pattern classification problems. [Usage]
Explain and compare a variety of pattern classification, structural pattern
recognition and pattern classifier combination techniques. [Familiarity]

Summarize, analyze, and relate the pattern recognition problems and

techniques. [Usage]
Apply performance evaluation methods for pattern recognition, and critique
comparisons of techniques. [Assessment]

Apply pattern recognition techniques to real-world problems such as document
analysis and recognition. [Usage]

Implement simple pattern classifiers, classifier combinations and structural pattern
recognizers. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
COo1 H H H M H M M M
CO2 H M M M M M M M
CO3 H H H M H M M M
CO4 H H M H M H M M
CO5 H H H M H M M M
CO6 H H H M H M M M

H=3; M=2; L=1
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https://www.amazon.com/s/ref=dp_byline_sr_book_1?ie=UTF8&text=Sergios+Theodoridis&search-alias=books&field-author=Sergios+Theodoridis&sort=relevancerank
https://www.amazon.com/Aggelos-Pikrakis/e/B0049MRD2S/ref=dp_byline_cont_book_2
https://www.amazon.com/s/ref=dp_byline_sr_book_3?ie=UTF8&text=Konstantinos+Koutroumbas&search-alias=books&field-author=Konstantinos+Koutroumbas&sort=relevancerank

18CSPEO3 DIGITAL IMAGE PROCESSING
Category : PE

L T P C

3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Fundamentals of digital image processing and simple operations.
e Image transformation and image enhancement techniques.
o Different kinds of restoration and image compression techniques.
e Segmentation methods used in image processing, image understanding and recognition.
e Usage of image processing in real time applications.

UNIT I INTRODUCTION L(9)
Digital image processing systems-elements of visual perception-connectivity and relations
between pixels - Arithmetic, logical, geometric operations.

UNIT Il IMAGE TRANSFORMS AND ENHANCEMENT L(9)
Image Transforms: 2D orthogonal and unitary transforms-properties and examples. 2D DFT,
FFT, DCT, Hadamard transform, Haar Transform, Slant transform, KL Transform- properties
and examples. Image Enhancement: Point processing-filtering in spatial and frequency domain,
Nonlinear filtering-Color image processing fundamentals.

UNIT 111 IMAGE RESTORATION AND COMPRESSION L(9)
Image Restoration: Image observation and degradation model-circulant and block circulant
matrices and its application in degradation model-Algebraic approach to restoration-Inverse by
Wiener filtering, Generalized inverse- SVD and iterative methods, blind deconvolution, image
reconstruction from projections. Image compression: redundancy and compression models - Loss
less compression: variable-length, Huffman, Arithmetic coding, bit-plane coding, Lossless
predictive coding. Lossy compression: Transform based coding (DCT), JPEG standard, sub band
coding.

UNIT IV IMAGE SEGMENTATION, UNDERSTANDING AND L(9)
RECOGNITION

Image segmentation: Edge detection, line detection, curve detection. Edge linking and boundary
extraction-boundary representation-region representation and segmentation; morphology:
dilation, erosion, opening and closing. Image understanding and recognition: Matching by
templates, classifiers-statistical and neural network based model.

UNIT V APPLICATIONS L(9)
Applications: Automatic visual system in part inspection-forensic and security system- scientific
and medical investigation- entertainment: multimedia.

Lecture: 45 Periods Tutorial : 0 Periods Practical: O Periods Total: 45 Periods

Reference Books

1 Rafael C. Gonzalez and Richard E. Woods, “Digital Image Processing”, Third Edition,
Pearson Education, 2012.

2  Anil K. Jain, “Fundamental of Digital Image Processing”, Prentice Hall, 2015.
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B.Chanda, D.Duttamajumder, “Digital Image Processing and Analysis”, Second Edition,
PHI, 2011.

Annadurai S, Shanmugalakshmi R, “Fundamentals of Digital Image Processing”,
Pearson Education Pvt. Ltd., 2007.

Milan Sonka, Vaclav Hlavac and Roger Boyle, “Image Processing, Analysis and
Machine Vision”, Fourth Edition, Cengage Learning, 2015.

S. Sridhar, “Digital Image Processing”, OXFORD University press, 2011.

S. Jayaraman, S.Esakkirajan, T.Veerakumar, “Digital Image Processing”, Tata McGraw
Hill Education Pvt. Ltd., 2011.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1:
CO2:
COa3:
CO4:
CO5:
COG6:
COT:

CO8:

Process digital images using fundamental steps of image processing and simple arithmetic,
logical and geometric operations. [Usage]

Analyze and apply image transforms like FFT, DCT, Hadamard, Haar, Slant, KL
transforms for images. [Usage]

Enhance the quality of images using frequency and spatial domain techniques.
[Assessment]

Identify the degradation modeling and restoring the image using different methods
like algebraic approaches and projections. [Assessment]

Apply Lossy and lossless image compression techniques for digital images. [Usage]
Perform edge detection and segmentation. [Assessment]

Recognize image using matching by templates, statistical and neuralnetwork models.
[Usage]

Apply suitable image processing techniques for various real time applications like
medical and network security applications. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11

CO1 H H H M H M M M
CO2 H H H M H M M M
CO3 H H M H M H M M
CO4 H H M H M H M M
CO5 H H H M H M M M
CO6 H H M H M H M M
CO7 H H H M H M M M
CO8 H H H M H M M L M
H=3; M=2; L=1
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18CSPE0O4 EMBEDDED SYSTEMS
Category : PE
L T P C

3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Architecture and Instruction set of microcontrollers.

Addressing modes and Interrupt mechanisms of microcontrollers

Peripheral functions, Timers and data Convertors and their interfacing

RTOS, Multiple process environment and develop applications

Development Tools and Hardware Software Co-Design

UNIT I MICROCONTROLLER ARCHITECTURE, CLOCK AND L(9)
OPERATING MODES

New generation embedded systems: low power operations, high performance, battery operated
embedded systems; Introduction to RL78 microcontrollers; Architecture of RL78
microcontrollers, General purpose registers; Memory space; Flash mirror facility; Boot clusters;
Special function registers; Pipeline execution. RL78 clock circuitry and operating modes;
Operating modes; Reset management; Power-on-reset; Voltage detection circuit; Applying
voltage detection circuits.

UNIT Il INSTRUCTION SET AND FAIL-SAFEFEATURES L(9)

Instruction set; Addressing modes; Types of instructions; Types of interrupts; Interrupt sources
and configurations, Interrupt priority; Interrupt servicing; Key interrupt functions; Introduction
to fail- safe standard IEC60730; Usage of CRC in memory; Detection of abnormal CPU
operations.

UNIT 111 PERIPHERALS: I/0 PORTS, COMMUNICATION FUNCTIONS, L(9)
TIMERS, DATA CONVERTERS

RL78 peripheral functions; 1/0 Ports; Port architecture; Port operations; Port controlling
registers; Serial ports of RL78, Functions of 3-wire serial 1/0; Functions of UART channels;
Functions of simplified 1IC channels; Functions of LIN communications, Timer array units;
PWM output generation; One-shot pulse outputs; Multiple PWM outputs; Interval timers; Real
time counters; Watchdog timers; Analog to digital converter overview; A/D conversion
operations; A/D conversion modes; Flash memory configurations; Flash memory programming.

UNIT IV INTRODUCTION TO ARM CORTEX M3 L(9)
MICROCONTROLLERS

Introduction to STM32F1xx family, Overview of Cortex-M3 architecture, Bus configurations
and Memory structure, Reset and Clock circuitry, General purpose and alternate function 1/Os,
Interrupts and events, DMA controller, Data converters, Timers, Watchdog timers, Flexible static
memory controller, SDIO, communication facilities like SPI, 11C, CAN, Ethernet, USB.

UNIT V RTOS, DEVELOPMENT TOOLS AND HARDWARE SOFTWARE L(9)
CO-DESIGN
Understanding Code development environment for microcontrollers, Debugging tools,

Embedded System Design Methodologies, RTOS, Hardware Software Codesign.

Lecture: 45 Periods Tutorial : 0 Periods Practical: O Periods Total: 45 Periods
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Reference Books

1

Ccou

CO1:
CO2:

COa3:

CO4:

COs:
CO6:

COT:

Alexander G. Dean and James M. conard, “ Creating Fast, Responsive and Energy-
efficient Embedded Systems using the Renesas RL 78 Microcontroller”, Micrium
Press, 2011

Joseph Yiu, “The Definitive Guide to the ARM Cortex-M3”, Elsevir Inc., Second
Edition, 2010

Frank Vahid, Tony D. Givargis, “Embedded system Design: A Unified
Hardware/Software  Introduction”, John Wily & Sons Inc.2002

Peter Marwedel, “Embedded System Design”, Science Publishers, 2007.

Tammy Noergaard “Embedded Systems Architecture: A Comprehensive Guide for
Engineers and Programmers”, ElsevierPvt.Ltd.Publications, 2005

RSE OUTCOMES: Upon completion of this course, the students will be able to:

Describe architectural features of RENESAS RL78 microcontroller. [Familiarity]

Design and implement software systems to provide an interface to RL 78 based hardware
Systems.[Assessment]

Describe the multiple process operating environment and system call interfaces to monitor
and control processes.[Familiarity]

Develop interface peripherals for serial communication, timer applications and

Data convertors.[Usage]

Describe architectural features of ARM Cortex M3 Microcontroller. [Familiarity]

Design and implement software systems to provide an interface to ARM Cortex M3 based
hardware systems.[Assessment]

Explain the RTOS design issues and hardware software co-design methodologies.
[Familiarity]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | POS5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11

CO1 H M M M M M M M
CO2 H H M H M H M M
CO3 H M M M M M M M
CO4 H H H M H M M M
CO5 H M M M M M M M
CO6 H H M H M H M M
CcO7 H M M M M M M M
H=3; M=2; L=1
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18CSPEO5 VIRTUAL REALITY
Category : PE

L T P C
3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:

e Geometric modeling

e Virtual environment.

e Virtual Hardwares and Softwares
e Virtual Reality applications

UNIT | INTRODUCTION TO VIRTUAL REALITY L(9)
Virtual Reality & Virtual Environment : Introduction — Computer graphics — Real time computer
graphics —Flight Simulation — Virtual environments —requirement — benefits of virtual reality-
Historical development of VR : Introduction — Scientific Landmark -3D Computer Graphics
:Introduction — The Virtual world space — positioning the virtual observer — the perspective
projection — human vision — stereo perspective projection — 3D clipping — Colour theory —
Simple 3D modeling.— Illumination models — Reflection models — Shading algorithms-
Radiosity — Hidden Surface Removal — Realism-Stereographic image.

UNIT Il GEOMETRIC MODELLING L(9)
Geometric Modeling: Introduction — From 2D to 3D — 3D space curves — 3D boundary
representation - Geometrical Transformations: Introduction — Frames of reference — Modeling
transformations — Instances —Picking — Flying — Scaling the VE — Collision detection - A
Generic VR system: Introduction — The virtual environment — the Computer environment — VR
Technology — Model of interaction — VR Systems

UNIT 11l VIRTUAL ENVIRONMENT L(9)

Animating the Virtual Environment: Introduction — The dynamics of numbers — Linear and Non-
linear interpolation - The animation of objects — linear and nonlinear translation - shape & object
inbetweening — free from deformation — particle system- Physical Simulation : Introduction —
Obijects falling in a gravitational field — Rotating wheels — Elastic collisions — projectiles —
simple pendulum — springs — Flight dynamics of an aircraft.

UNIT IV VR HARDWARES AND SOFTWARES L(9)
Human factors : Introduction — the eye - the ear- the somatic senses - VR Hardware :
Introduction — sensor hardware — Head-coupled displays —Acoustic hardware — Integrated VR
systems-VR Software: Introduction —Modeling virtual world —Physical simulation- VR toolkits —
Introduction to VRML.

UNITV VR APPLICATION L(9)
Virtual Reality Applications: Introduction — Engineering — Entertainment — Science — Training —
The Future: Introduction — Virtual environments — modes of interaction.

Lecture: 45 Periods Tutorial : 0 Periods Practical: O Periods Total: 45 Periods

40



Reference Books
1 John Vince, “Virtual Reality Systems “, Pearson Education Asia, 2007.

2 Gregory C. Burdea & Philippe Coiffet “Virtual Reality Technology”, Second Edition,
John Wiley & Sons, 2006.
3 Adams, “Visualizations of Virtual Reality”, Tata McGraw Hill, 2000.

4  William R. Sherman, Alan B. Craig, “Understanding Virtual Reality: Interface,
Application, and Design”, Morgan Kaufmann, 2008.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:
CO1: Explain the basic concepts of virtual environments. [Familiarity]

CO2: Apply geometric modeling and implement 3D interaction techniques. [Usage]
CO3: Develop immersive virtual reality applications. [Usage]

CO4: Identify required virtual hardware and software for modeling virtual world. [Usage]
CO5: Explore different Virtual Reality applications. [Familiarity]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | POS5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
COo1 H M M M M M M M
CO2 H M M M M M M M
CO3 H H H M H M M M
CO4 H M M M M M M M
CO5 H H H M H M M M

H=3; M=2; L=1

41



18CSPE06 ADVANCED MICROCONTROLLERS AND APPLICATIONS IN
EMBEDDED SYSTEMS
Category : PE

PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar
with:

e RL78 Microcontroller Architecture, Clock and Operating Modes
Instruction set and fail-safe features of RL78
RL78 peripherals: 1/0O ports, communication functions, timers, data converters
Introduction to arm cortex m3 microcontrollers
Hands-on exposure and applications on RL78

UNIT I RL78 MICROCONTROLLER ARCHITECTURE,CLOCK AND L(9)
OPERATING MODES

New generation embedded systems: low power operations, high performance, battery
operated embedded systems, Introduction to RL78 microcontrollers, General purpose
registers, Memory space, Flash mirror facility,Boot clusters, Special function registers,
Pipeline execution.RL78 clock circuitry and operating modes:Operating modes,Reset
management,Power-on-reset,Voltage detection circuit,Applying voltage detection circuits.

UNIT Il INSTRUCTION SETAND FAIL-SAFE FEATURES OF RL78 L(9)

Instruction set, Addressing modes, Types of Instructions, Types of interrupts, Interrupt
sources and configurations, Interrupt priority, Interrupt servicing, Key interrupt functions,
Introduction to fail-safe standard IEC60730,Usage of CRC in memory, Detection of abnormal
CPU operation

UNIT Il RL78 PERIPHERALS: /O PORTS, COMMUNICATION L(9)
FUNCTIONS, TIMERS, DATA CONVERTERS

RL78 Peripheral functions: 1/0 ports, port architecture, port operations, port controlling
registers, serial ports of RL78,Functions of 3-wire serial 1/0,Functions of UART channels,
Functions of simplified 1IC channels, Functions of LIN communications ,Timer array units,
PWM output generation, One-shot pulse outputs, Multiple PWM outputs, Interval timers,
Real time counters, Watchdog timers, Analog to Digital Converter overview, A/D conversion
operations, A/D conversion modes, Flash memory configurations, Flash memory
programming.

UNIT IV INTRODUCTION TO ARM CORTEX M3 L(9)
MICROCONTROLLERS

Introduction to STM32F1xx family, Overview of Cortex-M3 architecture, Bus configurations
and Memory structure, Reset and Clock circuitry, General purpose and alternate function
I/Os, Interrupts and events, DMA controller, Data converters, Timers, Watchdog timers,
Flexible static memory controller, SDIO, communication facilities like SPI, 1IC, CAN,
Ethernet, USB.
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UNIT V HANDS-ON EXPOSURE AND APPLICATIONS ON THE L(9)
ABOVE MICROCONTROLLERS

Understanding code development environment for above microcontrollers, Debugging tools,
Study of salient features of the microcontrollers.

Lecture: 45 Periods Tutorial : 0 Periods Practical: O Periods Total: 45 Periods

Reference Books

1

Alexander G. Dean and James M. Concord, “Creating Fast, Responsive and Energy-
Efficient Embedded Systems using the Renesas RL78 Microcontroller”, Micrim
Press 2012.

Joseph Yiu, “The definitive guide to the ARM CORTEX-M3”, Elsevier, Second
Edition, 2010

Michael Barr, Anthony Massa, “Programming Embedded Systems with C and
GNU Development Tools”, 2nd Edition, O'Reilly, 20009.

Tammy Noergaard, “Embedded Systems Architecture: A Comprehensive Guide
for engineers & Programmers”, Elsevier, Second Edition, Newnes, 2013.

Joseph Yiu, “The Definitive Guide To ARM Cortex — Mo And Cortex — MD —
Processors” Elsevier, Second Edition, Newnes, 2015.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:
CO1: Explain RL78 Microcontroller Architecture, Clock and Operating Modes. [Familiarity]

CO2: Explain Instruction set and fail-safe features of RL78. [Familiarity]
CO3: Describe RL78 peripherals: 1/0 ports, communication functions, timers, data

converters. [Familiarity]

CO4: Describe arm cortex m3 microcontrollers. [Familiarity]
CO5: Develop applications using RL78. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11
CO1 H M M M M M M M
CO2 H M M M M M M M
CO3 H M M M M M M M
CO4 H H M H M H M M
CO5 H H H M H M M M
H=3; M=2; L=1
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http://www.oreillynet.com/pub/au/2614

18CSPEO7 VIRTUALIZATION TECHNIQUES
Category : PE
L T P C

3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:

e Basics of virtualization

Types of virtualization

Concepts of virtualization and virtual machines

Practical virtualization solutions and enterprise solutions
Creation of virtual private network

UNIT I OVERVIEW OF VIRTUALIZATION L(9)
Basics of Virtualization — Types of Virtualization Techniques — Merits and demerits of
Virtualization — Full Vs. Para-virtualization — Virtual Machine Monitor/Hypervisor - Virtual
Machine Basics — Taxonomy of Virtual machines — Process Vs System Virtual Machines —
Emulation: Interpretation and Binary Translation - HLL Virtual Machines.

UNIT Il SERVER AND NETWORK VIRTUALIZATION L(9)

Server Virtualization: Virtual Hardware Overview - Server Consolidation — Partitioning
Techniques - Uses of Virtual server Consolidation — Server Virtualization Platforms, Network
Virtualization: Design of Scalable Enterprise Networks — Layer2 Virtualization — VLAN - VFI -
Layer 3 Virtualization — VRF - Virtual Firewall Contexts - Network Device Virtualization -
Data- Path Virtualization - Routing Protocols.

UNIT 11l STORAGE AND APPLICATION VIRTUALIZATION L(9)
Hardware Devices — SAN backup and recovery techniques — RAID — Classical Storage Model —
SNIA Shared Storage Model — Virtual Storage: File System Level and Block Level, Application
Virtualization: Concepts - Application Management Issues - Redesign Application Management
— Application Migration.

UNIT IV APPLYING VIRTUALIZATION L(9)
Practical Virtualization Solutions: Comparison of Virtualization Technologies: Guest OS/ Host
OS — Hypervisor — Emulation — Kernel Level — Shared Kernel, Enterprise Solutions: VMWare
Server — VMWareESXi — Citrix Xen Server — Microsoft Virtual PC — Microsoft Hyper-V —
Virtual Box.

UNIT V APPLYING SERVER, DESKTOP AND NETWORK L(9)
VIRTUALIZATION
Configuring Servers with Virtualization — Adjusting and Tuning Virtual servers — VM Backup —

VM Migration, Desktop Virtualization: Terminal services — Hosted Desktop — Web-based
Solutions — Localized Virtual Desktops, Network and Storage Virtualization: Virtual Private
Networks — Virtual LAN — SAN and VSAN — NAS.

Lecture: 45 Periods Tutorial : 0 Periods Practical: O Periods Total: 45 Periods
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Reference Books

1

James E. Smith, Ravi Nair,* Virtual Machines: Versatile Platforms for Systems and
Processes”, Elsevier/Morgan Kaufmann, 2005.

David Marshall, Wade A. Reynolds, “Advanced Server Virtualization: VMware and
Microsoft Platform in the Virtual Data Center”,Auerbach Publications, 2006.

Kumar Reddy, Victor Moreno, “Network virtualization”, Cisco Press, July, 2006.
Danielle Ruest, Nelson Ruest, “Virtualization: A Beginner’s Guide”, TMH, 20009.
Kenneth Hess, Amy Newman: “Practical Virtualization Solutions: Virtualization from
the Trenches”,Prentice Hall 2010.

Chris Wolf, Erick M. Halter, “Virtualization: From the Desktop to the Enterprise”, A
Press, 2005.

COURSE OUTCOMES: Upon completion of this course, the students will be able to:

CO1:
CO2:

COs3:
CO4:
CO5:
COe6:

Deploy legacy OSs on virtual machines. [Usage]

Explain the intricacies of server, storage, network, desktop and application
virtualizations. [Familiarity]

Design new models for virtualization. [Usage]

Design and develop cloud applications on virtual machine platforms. [Usage]
Configuring server, Desktop and Network virtualization. [Assessment]
Deploy virtual private network in cloud environment. [Usage]

CORRELATION BETWEEN COURSE OUTCOMES AND PROGRAM OUTCOMES:

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | POY | PO8 | PO9 | PO10 | PO11

COo1 H H H M H M M M
CO2 H M M M M M M M
CO3 H H H M H M M M
CO4 H H H M H M M M
CO5 H H M H M H M M
CO6 H H H M H M M M
H=3; M=2; L=1
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18CSPE08 SOFT COMPUTING
Category : PE

L T P C
3 0 0 3
PREREQUISITES: Nil

COURSE OBJECTIVES: Upon completion of this course, the students will be familiar with:
e Classifier of Neutral network
e Fuzzy sets and rules
e Neuro Fuzzy modelling techniques
e Genetic algorithms
e Integration of hybrid systems.

UNIT I NEURAL NETWORKS L(9)
Supervised Learning Neural Networks-Perceptrons-Adaline-Back propagation-Multilayer
perceptrons-Radial Basis Function Networks- Unsupervised Learning and Other Neural
Networks-Competitive Learning Networks-Kohonen Self-Organizing Networks-Learning Vector
Quantization-Hebbian Learning.

UNIT Il FUZZY LOGIC SYSTEM L(9)
Fuzzy Sets-Basic Definition and Terminology- Set-theoretic operations-Member Function-Fuzzy
Rules and FuzzyReasoning-Extension principle and Fuzzy Relations- Fuzzy If-Then Rules-
Fuzzy Reasoning- Fuzzy Inference Systems-Mamdani Fuzzy Models-Sugeno Fuzzy Models-
Defuzzification.

UNIT 111 NEURO FUZZY MODELING L(9)
Adaptive Neuro-Fuzzy Inference Systems-Architecture-Hybrid Learning Algorithm-learning
Methods that Cross-fertilize ANFIS and RBFN-Coactive Neuro-Fuzzy Modeling-Framework-
Neuron Functions for Adaptive Networks-Neuro Fuzzy Spectrum

UNIT IV GENETIC ALGORITHMS L(9)
Traditional optimization and search methods-Simple Genetic Algorithm-Reproduction-
Crossover-Mutation-Schemata-Schema ~ Theorem-Two and K-arm  Bandit  Problem-
Improvements in basic Techniques-Selection Schemes-Scaling Mechanisms-Ranking Procedures

UNIT V HYBRID SYSTEMS L(9)
Integration of neural networks, fuzzy logic and genetic algorithms

Lecture: 45 Periods Tutorial : O Periods Practical: O Periods Total: 45 Periods

Reference Books

1 Jang J.S.R.